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Global mean surface air temperature and North Atlantic
overturning in a suite of coupled GCM climate change experiments

Keith W. Dixon and John R. Lanzante
NOAA, Geophysical Fluid Dynamics Laboratory, Princeton, New Jersey

Abstract. The effects of model initial conditions and the starting
time of transient radiative forcings on global mean surface air
temperature (SAT) and the North Atlantic thermohaline circulation
(THC) are studied in a set of coupled climate GCM experiments.
Nine climate change scenario experiments, in which the effective
levels of greenhouse gases and tropospheric sulfate aerosols vary in
time, are initialized from various points in a long control model run.
The time at which the transition from constant to transient radiative
forcing takes place is varied in the scenario runs, occurring at points
representing either year 1766, 1866 or 1916. The sensitivity of
projected 21st century global mean SATs and the THC to the choice
of radiative forcing transition point is small, and is similar in
magnitude to the variability arising from variations in the coupled
GCM’s initial three-dimensional state.

Introduction
Coupled atmosphere-ocean general circulation models

(CGCMs) forced with increasing greenhouse gases (GHGs) and
the direct effect of tropospheric sulfate aerosols have been found to
simulate 20th century surface air temperature (SAT) records better
than CGCM scenario experiments that include only GHG forcing
[IPCC, 1996]. Historical reconstructions and future projections of
GHG and sulfate aerosol levels are prescribed in these transient
climate change scenario experiments (referred to as GHG+SUL
model runs). In GHG+SUL simulations, the tropospheric sulfate
aerosols’ direct effect (cooling due to the aerosol’s reflection of
shortwave radiation back to space) can be parameterized by
spatially and temporally varying surface albedos [Mitchell et al.,
1995]. Yet, uncertainties remain regarding the actual quantitative
impact of aerosols and other atmospheric constituents on radiative
forcing and the global climate [Hansen et al.,1997].

Since state-of-the-art CGCMs are computationally demanding,
researchers are limited in the number and length of climate change
scenario runs that can be performed with their most costly models.
Computational constraints lead to experimental design compro-
mises, as a balance is sought between CGCM complexity, spatial
resolution, and the duration and number of simulations conducted.

A climate change experiment needs to be ~300 years in length to
extend from pre-industrial times to the late 21st century. Computa-
tional economies can be realized by limiting the length of a
transient climate change simulation. For example, computational
costs can be halved if one assumes that an equilibrated control
model’s state represents a time during the early 20th century (rather
than pre-industrial conditions), and initiates a transient forcing
experiment from that point. Yet, such an approach neglects the fact
that GHG levels actually began to increase more than a century
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The coupled GCM is driven by seasonally varying insolation
entering the top of the atmosphere, without a diurnal cycle nor any
interannual variations. Once per day, fluxes of heat, freshwater and
momentum are communicated between the model’s atmosphere-
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land surface component and the ocean-sea ice component. To
reduce climate drift, heat and water flux adjustments are added to
the ocean model’s surface (seeManabe et al.[1991] for a
description). Although it is preferable not to use flux adjustments,
it is encouraging that an intercomparison of CGCMs found similar
surface temperature sensitivities to imposed GHG increases in
models with and without flux adjustments [Kittel et al.,1998].

In the nine GHG+SUL experiments examined here, historical
reconstructions of scaled, time-varying GHG levels are prescribed
until year 1990. After 1990, a 1% per year compounded increase in
effective CO2 levels is imposed. Temporal and spatial variations of
surface albedos associated with the tropospheric sulfate aerosols’
direct effects are implemented as inHaywood et al.[1997].

The control model’s effective atmospheric CO2 concentration,
representing the combined effects of the GHGs (CO2, CH4, N2O,
halocarbons, etc.), is 360ppmv - higher than that used byHaywood,
et al.and higher than the actual pre-industrial value of ~280 ppmv.
That the control model’s CO2 level differs from pre-industrial
values is addressed in GHG+SUL model runs by multiplicative
scaling of the transient effective CO2 levels. This scaling is appro-
priate to the extent that a change in the net radiative flux (∆F) for a
CO2 change fromC0 to C can be computed afterShine et al.[1990]
as∆F = 6.3ln (C/C0).

The organization of the model experiments is depicted schemat-
ically in Figure 1. The three GHG+SUL experiments initialized
with radiative conditions representing 1 January 1766 (labelled
A1766, B1766 and C1766 in Fig. 1) experience a smooth transition
from the control model’s forcings. However, abrupt changes in
GHGs and tropospheric sulfates are felt at the start of the other six,
shorter scenario experiments. Effective CO2 levels instantaneously
increase 6% when going from the control to 1866 conditions, and
by 11% when going from the control to 1916 conditions.

In the following analyses, time series of global mean SAT (the
temperature of the atmospheric GCM’s lowest level) and THC
index (maximum oceanic overturning value for the model’s North
Atlantic) are examined. These large-scale climatic variables are
often studied in climate change experiments, and are presumed to
have different response time scales (SAT responds faster than the
THC). Results from the control and GHG+SUL model runs are
compared to one another in various combinations.
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Figure 1. One long running CGCM control run (horizontal line)
and nine GHG+SUL runs are depicted schematically. Th
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500 model years. Within each epoch, scenario runs of 300, 20
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the transition to prescribed, time-varying GHG and tropospher
sulfate forcings simulating starting points of historical years 176
1866 and 1916, respectively (ascending solid, dashed and dot
lines). Initialization points (triangles) were staggered so all runs
each epoch completed year 2065 (circles) on the same time ste
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of only -0.009K century (cooling occurs in both the Northern and
Southern Hemispheres). The trend in the annual mean THC index
time series is -0.093 Sv century-1 (1Sv = 106 m3s-1). If large trends
were present in the control run, the assumption that the nine CGCM
states used to initialize the GHG+SUL simulations represent the
same climatic regime, and therefore could be expected to yield
similar responses to transient climate forcings, would have been in
doubt. Although the overall climate drift is slight, sizable amounts
of internally generated variability are evident in the model at many
time scales, including multi-decadal to century time scales.

Figure 2 depicts the ensemble mean SAT and THC responses
computed from all nine GHG+SUL model runs. The range of
responses found among the ensemble elements is also indicated.
The time varying “response” of a GHG+SUL simulation is
computed by subtracting a time series of a control run segment’s
30-year centered running means from a corresponding GHG+SUL
experiment’s time series of annual means. By year 2065, the
GHG+SUL experiments’ global mean SATs average ~3.3K
warmer than the control and the North Atlantic THC has weakened
on average by ~40%. Compared to their respective climate change
responses (signals), more unforced variability (noise) is evident in
the THC index time series than in the SAT time series.



Rank Results

g. Rank
91-2065

Avg. Rank
1916-2065

5.24
3.83
5.93

3.53
4.98
6.48

5.16
4.05
5.78

3.57
6.02
5.41

e level indicators as in Table 1.

DIXON AND LANZANTE: A SUITE OF COUPLED GCM CLIMATE CHANGE EXPERIMENTS 1887
Reproduced here as it appeared in...
Non-parametric tests are used to determine if the projected
climatic response (SAT and THC) of certain experiments or groups
of experiments differ significantly from one another. The method
of Ebisuzaki[1997] is used to generate random time series for use
in Monte Carlo testing. The control model’s SAT and THC time
series from years 1101 to 2400 are used as input to generate 500
random time series that retain the same amplitude (i.e., spectral
power) at each Fourier frequency but are randomized in phase.
Monte Carlo tests performed by sampling these synthesized time
series provide estimates of statistical significance levels, assuming
that the frequency characteristics of variability in the scenario
experiments are similar to those found in the control integration.

Testing is performed looking at the entire 150 years (1916-
2065) for which all nine GHG+SUL model runs provide output,
and by dividing the time series into two 75 year long periods. The
SAT (or THC index) response values of all nine scenario experi-
ments are ranked from one (lowest value) to nine (highest value)
for each year. The average rank over the period of interest is then
calculated and compared to similarly computed Monte Carlo test
results. In utilizing the ranks, rather than the actual SAT or THC
response values, we diminish the effects of outlying values.

For purposes of statistical testing, the nine simulations are
grouped into three groups of three experiments in two different
ways. First, by grouping the experiments by radiative forcing
scenario (i.e., the threex1766 model runs vs.x1866 runs vs.x1916
runs) we can determine whether the computational savings
associated with the shorter simulations result in significantly
different climate responses. Secondly, grouping the simulations by
the part of the control run they were initialized from (i.e., epoch A
vs. epoch B vs. epoch C) tests the sensitivity of model results to the
period of the control run used for initial conditions. Results of the
global mean SAT average rank tests computed using these two
methods of grouping the simulations appear in Table 1. Similarly,
North Atlantic THC index results are presented in Table 2.

Having experienced 150 years of slowly increasing radiative
forcing, it is perhaps not surprising that the trio of longest running
scenario experiments (x1766) have the highest (warmest) SAT
average rank during the first 75 years of comparison (significant at
the 90% confidence level). The shortest runs (x1916) have the
lowest average rank, and thex1866 runs’ average ranks are inter-
mediate during this period. However, none of SAT time series’

average ranks differ significantly from
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Thex1766 model runs’ ensemble mea
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Table 2: North Atlantic THC Average 
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Null hypothesis is that avg. rank = 5.0. Significance levels of two-tailed
tests indicated as: * = 0.10; ** = 0.05; *** = 0.01. In the Monte Carlo
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Figure 3. Average ranks for each of the nine scenario experiments’
(a) global mean SAT and (b) THC index time series computed over
the period 1916 to 2065. Confidence levels for two-tailed tests:
short dashed line = 90%, long dashed line = 95%; solid line = 99%.
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esponse to the transient climate forcing (more THC weakening).
When grouped by radiative forcing, no statistically significant

differences are found among the THC average rank tests. When
grouped by epoch, one of the THC average rank results differs
significantly from 5.0 at the 90 percent confidence level. During
years 1916 to 1990 of epoch B, average ranks are higher than
expected (stronger THC). This may be the result of multi-decadal
variability that produced unusually weak meridional overturning
during this segment of the control experiment - exposing a poten-
tial sensitivity to the choice of defining the response of the climate
change experiments as the deviation from 30-year running means,
as opposed to using a longer term measure of the control. That
ensemble responses can depend upon the method of computing a
climatic response has been discussed byCubasch et al. [1994].

Results of the average rank tests computed over 150 years for
each of the nine scenario experiments are presented in Figure 3.
Experiment A1866 is the only simulation that yields results that are
statistically significant at the 95% confidence level. In the A1866
model run, the North Atlantic THC is significantly weaker and the
global mean SAT also warms more slowly than in the other simula-
tions. Had the A1866 run been the only experiment conducted, one
might surmise that the onset of rapid THC weakening occurs
approximately two decades prior to that simulated by the other
eight experiments performed using the same CGCM.

Conclusions
One motivation for this study is to determine whether it is

important to start greenhouse scenario experiments from a “pre-
industrial” state, or if shorter integrations using a control model’s
equilibrated state to represent mid-19th or even early 20th century
initial conditions, are adequate. In the suite of nine coupled GCM
experiments studied here, simulations of 21st century global mean
surface air temperature and the strength of the North Atlantic
thermohaline circulation are found to be relatively insensitive to the
time when the transition to transient radiative forcing occurs (either
1766, 1866 or 1916). Model-projections for these two large-scale
climatic variables indicate that the influence of the choice of
radiative forcing transition point is small, and is similar in
magnitude to the variability arising from initializing the scenario
experiments from different portions of a long, relatively drift-free,
control model run. After 75 years, the signal introduced by using
different radiative forcing transition points becomes lost in the
noise of the model’s internally generated variability.

Of course, these results are specific to the model used and
variables examined here. Since both the climatic response (the
signal) and the amount of low frequency, internally generated
variability (the noise) affect the analysis, more significant differ-
ences may be found in other model variables with longer response
times (e.g., sea level) and less internally generated variability.Keen
and Murphy[1997] have studied some aspects of this problem. Our
results are consistent with those ofFichefet and Tricot[1992], who
found little difference in 21st century SAT projections produced
when starting coupled model GHG scenario runs as late as 1960.

The existence of an outlier simulation (experiment A1866)
highlights the value of producing an ensemble of model simula-
tions, rather than relying on a single model run to characterize a
given model’s response to transient climate forcing. Ensembles
also provide additional value for conducting regional analyses,
climate change fingerprinting detection studies, etc.

To the extent that these results are applicable to global mean
SAT and the North Atlantic THC in other models, two points

regarding the design of climate change
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